Description of a project on detecting differentially expression and clustering
Dataset:

The experiment of Hung, Baldi, and Hatfield (2002) compared two Escherichia coli strains, lpr+ versus lrp−, using four Affymetrix E. coli arrays in each condition. In the lpr− strain, the gene lrp has been knocked out, and should not exhibit transcription. The limma user’s guide (Smyth, Thorne, andWettenhall, 2005) presents these data as an example, with estimated expression obtained via rma and scripts for analysis in limma.  PP 54-57.
http://bioinf.wehi.edu.au/limma/usersguide.pdf

The raw data (CDF and CEL files) are also available at:

http://www.bios.unc.edu/~fwright/Affyshrink/

(I) The first part is per differential expression detecting
The scientific question is to compare several methods in detecting differential gene expression.

More specifically, the methods to be compared are: (1) The empirical Bayesian methods proposed in Smyth (2004), using the R limma package in Bioconductor; (2) SAM t-statistic using the R package siggenes; (3) Ordinary two-sample t-statistic; (4) A new statistic using a mean-variance model proposed in Hu and Wright (2007).  The attached file ``examplescript.R" contains the main R codes, with the required functions and data available at  http://www.bios.unc.edu/~fwright/Affyshrink/.
Questions:

1. What are the top 100 genes detected by the method in Hu and Wright (2007)?  
2. For comparison, please also list the ranks of these 100 genes based on the other 3 statistics.  

3. Use a simulation study to assess the performance of the 4 methods.   The general idea follows.  Assume the degree of differential expression δi, defined as in (5) of Hu and Wright (2007), follows a distribution F.  Generate 5000 genes with 4 arrays under each of two conditions.   Generate the mean expression μ1 for condition 1 from an  independent Chi-square distribution with the degrees-of-freedom 5 multiplied by 1000.  Take β0= -4, β1=1.5, and ξ2=0 in (2) of Hu and Wright (2007).  Thus σ21 can be obtained straightforwardly from (2).  In addition, μ2 and σ22 can be computed from equation (5).   The gene expression data under condition k can be generated from a normal distribution with mean μk and variance σ2k, k=1,2.  

Assess the performances in terms of false discovery rate (FDR), which can be obtained straightforwardly given the number of detected genes with known δi.  Note that δi=0 corresponds to no differential expression (H0); a non-zero value indicates some degree of differential expression (Ha).    

Consider two cases (1)  δi=0  with probability 0.9 and δi=2 with probability 0.1.   
                                (2) δi=0  with probability 0.8 and δi~N(0, 1) with probability  0.2.  
Compute the FDRs for detecting 1 and up to 300 genes based on each method.   Show the plots of FDRs versus the number of detected genes of all the methods in one Figure.   The detailed procedure needs to be shown in the report.   
Note:  Ideally 500 simulations need to be implemented to obtain relatively efficient estimates of FDR.  However, a smaller number of simulations (at least 100) can be presented if the computation is time consuming.   Refer Hu and Wright (2007) for the details.
Bonus question:  The small-sample data set above makes it impossible to assess the statistical significance of the proposed method in Hu and Wright (together with several other methods) using permutation based procedures.   Can you propose anything to solve this problem?

(II) The second part is per clustering
Please perform a clustering analysis on the top 100 genes detected by the method in Hu and Wright (2007) using the same real data set described above.  Two specific clustering techniques should be considered: (1) K-means clustering, which can be implemented using R function kmeans (Hartigan and Wong, 1979); (2) agglomerative hierarchical clustering that is implemented in R function hclust from package stats and function agnes from package cluster.  Please explore different distance metric (i.e., Euclidean distance, one minus the Pearson correlation coefficient).
Summarize the clustering results and make comparisons among these different techniques.
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